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IV. Laplace Transform: 
 
 

The Laplace transform is one of the mathematical tools used for the solution of ordinary 
linear differential equations.  The Laplace transform method has the following two attractive 
features: 

1. The homogeneous equation and the particular integral are solved in one operation. 
2. The Laplace transform converts the differential equation into an algebraic equation in 

s.  It is possible to manipulate the algebraic equation by simple algebraic rules to 
obtain the solution in the s-domain.  The final solution is obtained by taking the 
inverse Laplace transform. 

 
Definition of the Laplace Transform: 
 
Given the function f  that satisfies the condition: ( )t

( ) ∞<∫
∞ − dtetf

0

σt ,         (4-1) 

for some finite real σ, the Laplace transform of f  is defined as ( )t

( ) ( ) dtetfsF st

0

−∞

∫= ,          (4-2) 

or 

( ) =sF L .          (4-3) ( )[ tf ]
The variable s is referred to as the Laplace operator, which is a complex variable, s , 
where σ is the real part and ω is the imaginary part, as shown in Figure 4-1. 

jωσ +=

 
Im[s]

Re[s]0 σ 

ω 

 
 

Fig. 4-1.  Graphical presentation of Laplace operator (s-Plane). 
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Example 4-1: Let  be a unit step function that is defined to have a constant value of unity for 
t ≥ 0 and a zero for t < 0, namely, .  What is its Laplace transform F(s)? 

( )tf
( ) ( )tutf s=

Solution: 

( ) ( ) ( ) [ ]
s
110

s
1e

s
1dtetudtetfsF 0

stst

0 s
st

0
=−−=−=== ∞−−∞−∞

∫∫    ♦ 

 

 
Example 4-2: Let f(t) is an exponential function, f  t ≥ 0, where a is a constant.  What is 
its Laplace transform F(s)? 

( ) tet a−=

Solution: 

( ) ( ) ( )

( )
( )

aa
aaa

+
=

+
−==== ∞+−∞ +−∞−∞

∫∫∫ s
1e

s
1dtedteedtetfsF 0

ts

0

ts-st

0

t-st

0
  ♦ 
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Important Theorems of the Laplace Transform: 
 

1. Multiplication by a constant- 

L          (4-4) ( )[ ] ( )skFtkf =

2. Sum and difference- 

L        (4-5) ( ) ( )[ ] ( ) ( )sFsFtftf 2121 ±=±

3. Differentiation- 

L
( ) ( ) ( ) ( ) ( )0fssFtflimssF

dt
tdf

t
−=−=





∞→
      (4-6) 

L
( ) ( ) ( ) ( )( ) ( )( )0f0fs0fssFs

dt
tfd 1n12n1nn

n

n
−−− −⋅⋅⋅−−−=








    (4-7) 

where ( )( ) ( )
0tk

k
k

dt
tfd0f == . 

4. Integration- 

L ( ) ( )
s
sFdf

t

0
=



∫ ττ         (4-8) 

L ( ) ( )
n

t

0

t

0 1n2n21

t

0

t

0 s
sFdtdtdtdtdf1n n1 2 =



 ⋅⋅⋅⋅⋅⋅ ∫ ∫∫ ∫

−

−−ττ     (4-9) 

5. Shift in time- 

L        (4-10) ( ) ( )[ ] ( )sFeTtuT-tf Ts
s

−=−

6. Initial-value theorem- 

( ) ( )ssFlimtflim
0t ∞→→

=
s

        (4-11) 

7. Final-value theorem- 

( ) ( )ssFlimtflim
0t →∞→

=
s

        (4-12) 

8. Complex shifting- 

L ( )[ ] ( aa ±= sFtfe tm )

]

        (4-13) 

9. Real convolution (Complex multiplication)- 

( ) ( ) =sFsF 21 L L L  (4-14) ( ) ( ) =



 −∫

t

0 21 dtff τττ ( ) ( ) =



 −∫

t

0 12 dtff τττ ( ) ( )[ tftf 21 ∗

where ∗ denotes complex convolution. 
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Inverse Laplace Transformation: 
 
The operation of obtaining f(t) from the Laplace transform F(s) is called the inverse Laplace 
transformation.  The inverse Laplace transform of F(s) is expressed as follows 

 ( ) ( )∫
∞+

∞−

− ==
jc

jc

st1 dsesF
πj2
1sFf(t) L ,       (4-15) 

where c is a real constant that is greater than the real parts of all the singularities of F(s).  
Equation (4-15) represents a line integral that is to be evaluated in the s-plane.  However, for 
most engineering purposes the inverse Laplace transform operation can be done simply by 
referring to the Laplace transform table, such as the one given in Table 4-1.  Before using Table 
4-1, one may need to do partial-fraction expansion first, then, use the equations in table 4-1. 
 
Partial-fraction expansion when all the poles(*) of the transfer function are simple and real: 

Example 4-3:  Find the partial-fraction expansion of the following transfer function, and its 
inverse Laplace. 

( ) ( )( )2s1s
3ssG
++

+
=  

Solution: 

( ) ( )( ) 2s
B

1s
A

2s1s
3ssG

+
+

+
=

++
+

=  

where, 

( ) ( ) 2
21
31

2s
3ssG1sA

1s
1s

=
+−
+−

=
+
+

=+=
−=

−=
 

and 

( ) ( ) 1
12
32

1s
3ssG2sB

2s
2s

−=
+−
+−

=
+
+

=+=
−=

−=
 

Therefore, 

( ) ( )( ) 2s
1

1s
2

2s1s
3ssG

+
−

+
+

=
++

+
=  

The inverse Laplace transform of the given transfer function can be obtained by using 
some equation in Table 4-1, namely, 

( ) 2tt111 1e2e
2s

1
1s

2
2s

1
1s

2tg −−−−− −=







+
−

+







+
=








+
−

+
+

= LLL  t ≥ 0 

           ♦ 
 

Note (*): A pole is a value of s that makes a function, such a G(s), infinite, by making the denominator of the 
function to zero.  
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Partial-fraction expansion when some poles of the transfer function are of multiple order: 
Example 4-4:  Find the partial-fraction expansion of the following transfer function, and its 
inverse Laplace. 

( ) ( )1ss
1sG 2 +

=  

Solution: 

( ) ( ) 1s
B

s
A

s
A

1ss
1sG 2

21
2 +

++=
+

=  

where, 

( )[ ] 1
1s

1sGsA
0s

0s

2
2 =




+

==
=

=
 

( )[ ]
( )

1
1s
1

1s
1

ds
dsGs

ds
dA

0s
2

0s
0s

2
1 −=








+
−

=




+

==
==

=
 

and 

( ) ( ) 1
s
1sG1sB

1s
21s

==+=
−=

−=
 

Therefore, 

( ) ( ) 1s
1

s
1

s
1

1ss
1sG 22 +

++
−

=
+

=  

The inverse Laplace of the given transfer function can be obtained by using equations in 
Table 4-1, namely, 

( ) t1
2

11
2

1 et1
1s

1
s
1

s
1

1s
1

s
1

s
1tg −−−−− ++−=








+
+






+






 −=








+
++

−
= LLLL   t ≥ 0 

           ♦ 
 
Example 4-5:  Find the partial-fraction expansion of the following transfer function, and its 
inverse Laplace. 

( )
( ) ( )2s1ss

1sG 3 ++
=  

Solution: 

( )
( ) ( ) ( ) ( ) s

C
2s

B
1s

A
1s

A
1s

A
2s1ss

1sG 3
3

2
21

3 +
+

+
+

+
+

+
+

=
++

=  

where 
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( ) ( )[ ] ( ) 1
2ss

1sG1sA
1s

1s

3
3 −=








+

=+=
−=

−=

( ) ( )[ ] ( )
( )
( )

0
2ss
22s

2ss
1

ds
dsG1s

ds
dA

1s
22

1s
1s

3
2 =








+
+−

=







+

=+=
−=−=

−=
 

( ) ( )[ ] ( )
( )
( )

1s
22

1s
2

2

1s

3
2

2

1 2ss
1s2

ds
d

2
1

2ss
1

ds
d

!2
1sG1s

ds
d

!2
1A

−=−=
−= 








+
+−

=







+

=+=  

( )
( )
( )

( )
( )

1
2ss
1s2

2ss
1s2

2ss
1

1s
233222 −=







+
+

+
+
+

+
+
−

=
−=

 

( ) ( )
( ) ( ) 5.0

122
1

1ss
1sG2sB

2s
32s

=
+−−

=
+

=+=
−=

−=
 

and 

( )
( ) ( ) ( ) ( )

5.0
2010

1
21s

1ssGC 3
0s

30s
=

++
=

++
==

=
= s

 

Therefore, 

( )
( ) ( ) ( ) ( ) s

0.5
2s

0.5
1s
1

1s
0

1s
1

2s1ss
1sG 323 +

+
+

+
−

+
+

+
+
−

=
++

=  

The inverse Laplace of the given transfer function can be obtained by using Table 4-1, 
namely, 

( )
( ) ( ) 






+








+
+








+
−

+







+
−

=







+

+
+

+
−

+
+
−

= −−−−−

s
0.5

2s
0.5

1s
1

1s
1

s
0.5

2s
0.5

1s
1

1s
1tg 11

3
11

3
1 LLLLL

( )
t132tt et

!13
10.5ee0.5 −−−−

−
−+−=   t ≥ 0 

t22tt et5.00.5ee0.5 −−− −+−=    t ≥ 0 
           ♦ 

 

Partial-fraction expansion with simple complex-conjugate poles: 

Example 4-6:  Find the partial-fraction expansion of the following transfer function, and its 
inverse Laplace. 

( )
)ωsω2s(s

ωsG 2
nn

2

2
n

++
=

ζ
 

Solution: 
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( ) ( )( ) s
B

jωαs
A

jωαs
A

jωαsjωαss
ω

)ωsω2s(s
ωsG 21

2
n

2
nn

2

2
n +

++
+

−+
=

++−+
=

++
=

ζ
 

and 

nωα ζ= ; 2
n 1ω ζ−=ω  

where 

( ) ( ) ( ) ( )( )






 +−

+−=
+−=

=
+−

=
++

=−+= 2
πθj

n
2
n

jωαs

2
n

jωαs1 e
2ω
ω

jω2jωα
ω

jωαss
ωsGjωαsA  

( ) ( ) ( ) ( )( )






 +

−−=
−−=

=
−−−

=
−+

=++= 2
πθj

n
2
n

jωαs

2
n

jωαs2 e
2ω
ω

jω2jωα
ω

jωαss
ωsGjωαsA  

with 




−

= −

α
ωtanθ 1  (please note this angle is in the second quadrant) 

and 

( ) 1
)ωsω2s(

ωssGB
0s

2
nn

2

2
n

0s
=

++
==

=
= ζ

 

Therefore, 

( )
s
1

jωαs
e

jωαs
e

2ω
ω

)ωsω2s(s
ωsG

2
πθj

2
πθj-

n
2
nn

2

2
n +

















++
+

−+
=

++
=







 +






 +

ζ
 

The inverse Laplace of the given transfer function can be obtained by using Table 4-1, 
namely, 

( ) ( ) ( )












++=












++=







 −+






 −+−

−−−






 +

+−






 +− ωt

2
πθjωt

2
πθj

tαntjωα2
πθj

tjωα2
πθj

n eee
2ω
ω1eeee

2ω
ω1tg  

( ) ( )
( )θωtsine

ω
ω1

j2
eee

ω
ω1

2
eee

ω
ω1 tαn

θωtjθωtj
tαn

2
πθωtj

2
πθωtj

tαn −+=






 −
+=
















+

+= −
−−−

−







 −−−






 −−

−

 

( )θt1ωsine
1

11 2
n

tω

2
n −−

−
+= − ζ

ζ
ζ   t ≥ 0  

where 













−
−

= −

ζ
ζ 2

1 1tanθ          ♦ 
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Laplace Transform Table: 
 
Table 4-1: Laplace Transform Table. 

Laplace Transform, F(s) Time Function, f(t) 

1 δ(t) 

(Impulse at t = 0) 

s
1  

us(t) 
(Unit Step at t = 0) 

2s
1  

t 
(or t [u(t)], Ramp at t = 0) 

1ns
n!
+  

nt  
(n = positive integer) 

a+s
1  te a−  

( )( )ba ++ ss
1  

ab

ba

−
− −− tt ee  

2
n

2
n

ωs
ω
+

 tωsin n  

2
n

2 ωs
s
+

 tωcos n  

( )2s
1
a+

 tte a−  

( ) 1ns
n!

++ a
 tnet a−  

( ) 2
n

2
n

ωs
ω

++ a
 tωsine n

ta−  

( ) 2
n

2 ωs
s

++
+

a
a  tωcose n

t-a  
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( )nsT1
1

+
 

( )
T
t

1n
n et

!1nT
1 −−

−
 

2
nn

2

2
n

ωsω2s
ω

++ ζ
 t1sinωe

1
ω 2

n
tω

2
n n ζ
ζ

ζ −
−

−  

 

)ωsω2s(s
ω

2
nn

2

2
n

++ ζ
 

( )φζ
ζ

ζ -t1ωsine
1

11 2
n

tω

2
n −

−
+ −  

where 
ζ
ζ

φ
−
−

= −
2

1 1
tan  

 

2
nn

2

2
n

ωsω2s
ωs

++ ζ
 

( )φζ
ζ

ζ +−
−

− t1ωsine
1
ω 2

n
tω

2

2
n n  

where 
ζ
ζφ

−
−

= −
2

1 1tan  

( )sT1s
1
+

 T
t

e-1
−

 

( )2sT1s
1
+

 T
t

e
T

Tt1
−+

−  

( )22 sT1s
1
+

 ( ) T
t

eT2t2Tt
−

++−  

( )sT1s
s1

2 +
+ a  ( ) 








−−+

−
T
t

e1Tt a  

( )22
n

2 ωs
s
+

 tωsint
2ω

1
n

n

 

( ) ( )22
n2

222
n1

2 ωsωs
s

++
 ( )tωcos-tωcos

ωω
1

n2n12
n1

2
n2 −

 

( )22
n

2

2

ωs
s
+

 ( )tωcosttωsin
2ω

1
nnn

n

ω+  
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 V. Time-Domain Analysis: 
 
 
The time response of a control system is usually divided into two parts: the transient response 
and the steady-state response.  Let  denote a time response and be expressed as follows: ( )tc

( ) ( ) ( )tctctc sst += ,         (5-1) 

where c  is the transient response and  is the steady-state response. ( )tt ( )tcss

 
 
Typical Test Signals: 
 
To facilitate the time-domain analysis, the following input test signals are often used. 
 
Step Function: The step function represents an instantaneous change in the reference input 
variable.  At time t < 0, the signal is zero while at the signal is R, namely, ,0t ≥

 
r(t) =

0t ≥R
0t0 < ,         (5-2) 

where R is a constant.  Or, 

   r(t) = Rus(t),          (5-3) 

where us(t) is the unit step function.  The step function as a function of time is shown in Figure 
5-1. 
 

R

r(t)

t0  
Fig. 5-1.  Step function input. 

 
Ramp Function: The ramp function is a signal to have a constant change in value at the same rate 
with respect to time and can be expressed as  

 
r(t) =

0tt ≥R
0t0 < .         (5-4) 
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As one can see, the slope of the signal is a constant, R.  The ramp function is shown in Figure 5-
2. 
 

Slope = R

r(t)

t0  
Fig. 5-2.  Ramp function input. 

 
Parabolic Function: The mathematical representation of a parabolic function is expressed as 
follows: 

 

r(t) =
0tt

2
2 ≥R

0t0 < .        (5-5) 

The graphical representation of the parabolic function is shown in Figure 5-3. 
 

r(t)

t0
 

Fig. 5-3.  Parabolic function input. 
 
 
 
Steady-State Error of Linear Systems: 
 

A closed-loop system with a negative feedback is shown in Figure 5-4.  The output can 
be expressed as a function of the input as follows: 
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G(s)

H(s)

R(s) C(s)+

-

E(s)

 
Fig. 5-4.  A closed-loop system with a negative feedback. 

 

( ) ( )
( ) ( ) ( )sR

sHsG1
sGsC

+
= .        (5-6) 

Also, the error, E(s), can be expressed as: 

( ) ( ) ( ) ( )sCsHsRsE −= ,        (5-7) 

then, 

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )sR

sHsG1
1sR

sHsG1
sHsG1sE ⋅

+
=








+

−= .     (5-8) 

The steady-state error in time domain can be obtained by applying the final-value theorem, 
namely, 

( ) ( ) ( ) ( ) ( ) ( )sR
sHsG1

1slimssElimtelimte
0s0stss ⋅

+
⋅===

→→∞→
.    (5-9) 

 

Typically, the inputs for steady-state error considerations are: 

(1) If the input is a step function, u(t), of magnitude R, or s
R  in Laplace transform.  Then, 

the steady-state error of the system can be denoted as 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )sHsG1
lim

ssHsG1
1slimsR

sHsG1
1slimte

0s0s0sss +
=⋅

+
⋅=⋅

+
⋅=

→→→

RR . (5-10) 

If one defines 

( ) ( )sHsGlimK
0sp →

= ,         (5-11) 

where  is the step error constant (or position error constant).  Then, the equation (5-10) can 
be simplified as 

pK

( ) ( ) ( ) ( ) ( ) p0s
0sss K1sHsGlim1sHsG1

limte
+

=
+

=
+

=
→

→

RRR
.    (5-12) 

One can easily realize that to have the steady-state error to be zero when the input is a step 
function,  must be infinite.  The steady-state error due to a unit step function input is also 
called the steady-state position error. 

pK

Page 13 of 25 



www.PDHcenter.com                                     PDH Center E139                                                   www.PDHonline.org 

(2) If the input is a ramp function, its Laplace transform can be expressed as 

( ) 2s
sR R
= .          (5-13) 

Then, the steady-state error of the system is 

( ) ( ) ( ) ( ) ( ) ( ) ( )sHsGslimsHssGs
1lim

ssHsG1
1slimte

0s
0s20sss

→
→→

=
+

=⋅
+

⋅=
RR

.   (5-14) 

If one defines  

( ) ( )sHsGslimK
0sv →

= ,         (5-15) 

where  is the ramp error constant (or velocity error constant).  Therefore, the equation (5-14) 
can be simplified as 

vK

( )
v

ss K
te R
= .          (5-16) 

Therefore, to have zero steady-state error, Kv needs to be infinite.  The steady-state error due to a 
unit ramp function input is called the steady-state velocity error. 
 
(3) If the input is a parabolic input, its transfer function is listed below 

( ) 3s
sR R
= .          (5-17) 

The steady-state error of the system can be obtained as follows 

( ) ( ) ( ) ( ) ( ) ( ) ( )sHsGslimsHsGss
1lim

ssHsG1
1slimte 2

0s

220s30sss

→
→→

=
+

=⋅
+

⋅=
RR

.  (5-18) 

If one defines the parabolic error constant (or acceleration error constant), 

( ) ( )sHsGslimK 2

0s→
=a .         (5-19) 

Then, the steady-state error due to a parabolic input can be written as 

( )
a

R
K

tess = ,          (5-20) 

and it is also called the steady-state acceleration error. 
 
Example 5-1: A closed-loop system is shown below.   

R(s) C(s)+

-
( )

( )( )4s2ss
6sK
++

+
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(A) For K = 10, what is the steady-state error to a unit step input? 
(B) For K = 10, what is the steady-state error to a unit ramp input? 
(C) For K = 10, what is the steady-state error to a unit parabolic input? 
(D) Find the value of K such that the steady-state error to a unit ramp input is 5%. 

Solution: 
(A) For a unit step input and K = 10: 

( ) ( ) ( )
( )( ) ∞=⋅








++

+
==

→→
1

4s2ss
6s10limsHsGlimK

0s0sp . 

( ) 0
1

1
K1

1te
p

ss =
∞+

=
+

= . 

(B) For a unit ramp input and K = 10: 

( ) ( ) ( )
( )( )

( )
( )( ) 5.7

8
60

4s2s
6s10lim1

42ss
6s10slimsHsGslimK

0s0s0sv ==
++

+
=⋅








++

+
==

→→→ s

( ) %33.131333.0
5.7

1
K
1te

v
ss ==== . 

(C) For a Parabolic input and K = 10: 

( ) ( ) ( )
( )( )

( )
( )( ) 0

42s
6s10slim1

4s2ss
6s10slimsHsGslimK

0s

2

0s

2

0s
=

++
+

⋅=⋅







++

+
==

→→→ sa . 

( ) ∞===
0
1

K
1tess

a

. 

(D) From part (B), for a unit ramp input, 

( ) ( ) ( )
( )( )

( )
( )( ) 8

K6
4s2s

6sKlim1
42ss

6sKslimsHsGslimK
0s0s0sv =

++
+

=⋅







++

+
==

→→→ s
 

( ) 05.0%5
8

K6
1

K
1te

v
ss ==== . 

( ) 3
80

05.06
8K =

⋅
= . 

            ♦ 
 
 
Type of Feedback Control System: 
 
A stable system can be classified according to the degree of the polynomial for which the error is 
a constant, and the classification is called the system type.   In general, the open-loop transfer 
function G(s)H(s) can be written as 

( ) ( ) ( )( ) (
( )( ) (

)
)sb1sb1sb1s

sa1sa1sa1K
sHsG

n21
T

m21

+•••++
+•••++

= ,      (5-21) 

where that K, all a’s and b’s are constants and the T = 0, 1, 2,…..  The type of feedback control 
system is referring to the order of the pole of G(s)H(s) at s = 0.  Therefore, the system is of type 
T.  For instance, a feedback control system with  
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( ) ( ) ( )
( )( )4s13s1s

2s15sHsG
++

+
=  

is of type 1.   
 
The significance of system types is as follows (when restricted to unity feedback systems): 
 

Type 0: System has a non-zero steady-state error to a step input. 
Type 1: System has zero steady-state error to a step input.  It has a non-zero steady-

state error to a ramp input. 
Type 2: System has zero steady-state error to both a step input and a ramp input.  It 

has a non-zero steady-state error to a parabolic input. 
 
The following summary of the Steady-State Errors due to Step, Ramp and Parabolic inputs can 
be constructed, as shown in Table 5-1, where T denotes the type of system.   
 

Table 5-1: Steady-State Error analysis table. 

 

Type  
pK  vK  aK  Step Ramp Parabolic 

(Acceleration) 

T = 0 K 0 0 
p

ss K1
e

+
=

R  ∞=sse  ∞=sse  

T = 1 ∞ K 0 0ess =  
v

ss K
e R

=  ∞=sse  

T = 2 ∞ ∞ K 0ess =  0ess =  
a

R
K

ess =  

T ≥ 3 ∞ ∞ ∞ 0ess =  0 0ess =  ess =  

 
 
Example 5-2.  For the given system with its block diagram listed below: 

s

+

_ ( )s1s
5

T +
+

_

R(s) C(s)
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(A) Find the overall closed-loop transfer function. 
(B) If T = 0, find the steady-state position error and velocity error. 
(C) If T = 1, find the steady-state position error and velocity error. 

Solution: 
(A) One can obtain the overall transfer function by applying rules of simplifying block 

diagram.   

s

+

_ ( )s1s
5

T +
+

_

R(s) C(s)

G(s)

H(s) = 1  
One may first apply case 3 in Table 1-1 to obtain the transfer function for the inner 

closed-loop as 

( ) ( )

( )
( ) 5ss1s

5

s
s1s

51

s1s
5

sG T

T

T

++
=

⋅
+

+

+
= . 

Then, use case 3 once again with a unity feedback (H(s)=1), therefore, the overall 
transfer function can be obtained as 

( )
( )

( )

( )
( ) 5s5s1s

5

1
5ss1s

51

5ss1s
5

sR
sC

T

T

T

+++
=

⋅
++

+

++
= . 

Or, one can use Mason Rule and get the overall transfer function as 

( )
( )

( )

( ) ( )
( ) 5s5s1s

5

1
s1s

5s
s1s

51

s1s
5

sR
sC

T

TT

T

+++
=

⋅
+

+⋅
+

+

+
= . 

(B) T = 0, the open-loop transfer function G(s)H(s) is 

( ) ( ) ( ) 6s1
5

5ss1
5sHsG

+
=

++
= . 

To find the steady-state position error, the input is assumed as a unit step input,  

( )
s
1sR = , and the position error constant can be calculated as 
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( ) ( ) 51
6s1

5limsHsGlimK
0s0sp =⋅




+

==
→→

. 

Therefore, the steady-state position error can be obtained, namely, 

( )
6
1

51
1

K1
1te

p
pss, =

+
=

+
= . 

To find the steady-state velocity error, the input is assumed as a unit ramp input, 

( ) 2s
1sR = , and the velocity error constant can be calculated as 

( ) ( ) 0
6s1

5slimsHsGslimK
0s0sv =

+
⋅==

→→
. 

Therefore, the steady-state velocity error is 

( ) ∞===
0
1

K
1te

v
vss, . 

(C) T = 1, the open-loop transfer function G(s)H(s) is 

( ) ( ) ( ) ( )6ss
5

5ss1s
5sHsG

+
=

++
= . 

To find the steady-state position error, the input is assumed as a unit step input,  

( )
s
1sR = , and the position error constant can be calculated as 

( ) ( ) ( ) ∞=⋅







+

==
→→

1
6ss

5limsHsGlimK
0s0sp . 

Therefore, the steady-state position error can be obtained, namely, 

( ) 0
1

1
K1

1te
p

pss, =
∞+

=
+

= . 

To find the steady-state velocity error, the input is assumed as a unit ramp input, 

( ) 2s
1sR = , and the velocity error constant can be calculated as 

( ) ( ) ( ) 6
5

6s
5lim

6ss
5slimsHsGslimK

0s0s0sv =
+

=
+

⋅==
→→→

. 

Therefore, the steady-state velocity error is 

( )
5
6

6
5
1

K
1te

v
vss, === .        ♦ 
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First-Order Systems: 
 
The transfer function of a first-order system can be expressed as 

 ( ) ( )
( ) 1s

1
sR
sCsG

+
==

τ
,         (5-22) 

and, the output of the system can be written as 

 ( ) ( )sR
1s

1sC ⋅
+

=
τ

.         (5-23) 

The unit step response of the system in time domain can be obtained by inverse of the Laplace 
transform, or using the formula listed in Table 4-1, namely, 

 L ( ) =tc  -1 [ ( )sC ]= L -1 



 ⋅

+ s
1

1s
1
τ

= L -1



















+

−
+

τ
1s

1
s
1

= τ
t

e
−

−1   t ≥ 0,  (5-24) 

where τ is the time constant of the given control system.  By plotting the output signal in time 
domain, Figure 5-5 can be obtained. 

c(t)

t0 τ 2τ 3τ 4τ 

10.982
0.95
0.865

0.632

 
Fig. 5-5.  Typical unit step input response of a first-order system. 

 
 
Classical Second-Order Systems:  
 
Although true second-order control systems are rare in practice, their analysis generally helps to 
form a basis for understanding of design and analysis techniques.  The transfer function of a 
classical second-order system can be represented as 

( )
( ) 2

nn
2

2
n

ωsω2s
ω

sR
sC

++
=

ζ
,        (5-25) 
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where 

 1>ζ : overdamped,  
ζ = damping ratio 1=ζ : critically damped, 

 1<ζ : underdamped, 

and 
nω = undamped natural frequency. 

 
When  and a unit step is injected into the system, 1<ζ

( ) ( )φζ
ζ

ζ +−
−

−= − tω1sin
1

11tc n
2tω

2
ne ,      (5-26) 

where 










 −
= −

ζ
ζφ

2
1 1tan .         (5-27) 

 
The time domain plot for such a second-order system with a unit step input is shown in Figure 5-
6. 

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

rt

pt st

O v e r  S h o o t

+ 2 %
9 0 %

1 0 %

 
Fig. 5-6.  The typical unit step input response of a second-order system. 

 
 

There are some important performance criteria that are typically used to characterize the 
transient response to a unit step input include percent (maximum) overshoot, peak time, rise time 
and settling time. 
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Percent overshoot: the percentage of the maximum overshoot (the largest deviation of 
the output over the step input during the transient state). 

%100OS%
21 ×= −

−
ζ

ζπ

e .        (5-28) 
 
Peak time: The time it takes to reach the first peak. 

2
n

p
1ω

t
ζ

π
−

=   seconds.        (5-29) 

 
Rise time: The time required for the output to rise from 10% of the final value to 

90% of the final values. 

n
r ω

5.28.0t ζ+
=   seconds.        (5-30) 

 
Settling time: The time it takes for the system to settle within certain percentage of the 

final value. 

n
s ω

4t
ζ

=    seconds.  (for 2%)        (5-31) 

 

Example 5-3:  The  transfer  function of  the  second order  system  given below  is  obtained in  

R(s) C(s)+

- 1s
4
+ s

1

 

Example 1-1 as ( )
( ) 4ss

4
sR
sC

2 ++
= .  What are the percent overshoot, peak time, rise time and the 

settling time for this system? 
Solution: 

By comparing the actual transfer function of the system with the classical second-order 
equation, namely, 

( )
( ) 2

nn
2

2
n

2 ωsω2s
ω

4ss
4

sR
sC

++
=

++
=

ζ
 

One should be able to obtained the undamped natural frequency and the ramping ratio as 

2ωn = ; 25.0
ω2
1

n

==ζ  
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0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

rt

pt st

O v e r  S h o o t

+ 2 %
9 0 %

1 0 %

 

4

s+1
Transfer Fcn

y

To Workspace

Sum
Step

Scope
s

1

Integrator

( )
( ) 22

2

2 s2s4ss
4

sR
sC

nn

n

ωζω
ω

++
=

++
=

 

% Overshoot:  %43.44100100OS% 22 25.01

25.0
1 =×=×= −

−
−

− π
ζ

ζπ

ee  

Peak time:   6223.1
25.0121ω

t
22

n
p =

−
=

−
=

π
ζ

π  seconds 

Rise time:  7125.0
2

25.05.28.0
ω

5.28.0t
n

r =
×+

=
+

=
ζ  second 

Settling time:  8
225.0

4
ω
4t

n
s =

×
==

ζ
 seconds   (for 2%) 

If one uses Matlab/Simulink to model this simple system, one should be able to get the 
plot shown above and confirm the answers obtained with equations (5-28)~(5-31). 

           ♦ 
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Example 5-4: Find K and a for the closed-loop system below such that the transient response to a 
step input satisfies:  &  %5OS% ≤ seconds4t s ≤

R(s) C(s)+

-
K ( )a+ss

1

 
Solution: 
 The transfer function of the system can be obtained as 

( )
( )

( )

( )
22

2

2 s2sKss
K

1
ss
K1

ss
K

sR
sC

nn

n

a
a

a
ωζω

ω
++

=
++

=
⋅

+
+

+
= . 

Therefore, 
2
nωK = ; . nω2ζ=a

The percent overshoot is required to be less than or equal to 5%, hence, 

%100OS%
21 ×= −

−
ζ

ζπ

e =5% 

⇒ ( ) 995732.205.0ln
1 2

−==
−

−
ζ

ζπ  

⇒ ( ) ζζ =− 2195357.0  

⇒  229093.09093.0 ζζ =−

⇒ 
9093.1
9093.02 =ζ  

⇒ 69.047625.0
9093.1
9093.0

===ζ  

To find the undamped natural frequency, one needs to use the other given condition, 
namely,  

4
ω
4t

n
s ==

ζ
 

⇒  1ωn =ζ

⇒ 4491.1
69.0
11ωn ===

ζ
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Now, one should be able to find K and a as follows: 

2.1ωK 2
n ==  

and 

212ω2 n =⋅== ζa  

 

Other than using Matlab/Simulink to verify the solution, one may use a spreadsheet to 
plot the output as given by equations (5-26) and (5-27). 
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           ♦ 
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